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Abstract 

Background Despite the growing use of social robots in geriatric care, there is a lack of standardized ethical guide-
lines to inform and guide professionals in their implementation.

Objective This study has two main objectives: 1) to understand how professionals conducting social robot inter-
ventions (SRIs) perceive and approach the ethical issues linked to the use of social robots with older adults, and 2) 
to establish ethical guidelines to help professionals carry out SRIs with older adults with major neurocognitive 
disorders.

Methods For this descriptive qualitative study, we conducted interviews with 20 healthcare professionals working 
in geriatric facilities. The interviews were recorded and transcribed, and an inductive content analysis was performed 
to identify certain themes and recommendations concerning the use of social robots with older adults with major 
neurocognitive disorders.

Results Six main themes emerged from the analysis of the interviews: deciding on and preparing the robot’s integra-
tion into an institutional setting, preparing a robotic intervention, introducing the robot to older adults, obtaining 
consent or assent, conducting a robotic-mediated intervention, and observing the effects of social robot use.

Conclusion The use of social robots should be guided by the same ethical guidelines followed in all therapeutic 
interventions; however, healthcare professionals express a need for special training and preparation for SRIs in geriat-
ric settings. We have drafted several preliminary recommendations for carrying out SRIs with older adults with major 
neurocognitive disorders. Future research should focus on standardizing guidelines and creating an accessible format 
for training.
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Introduction
The aging of the global population is leading to an 
increased prevalence of chronic and disabling diseases, 
consequently creating greater needs for long-term care 
and adequate care services [1]. To better address these 
needs, various healthcare interventions using innovative 
technologies, such as social robot interventions (SRIs), 
have been developed [2, 3]. Social robots come in differ-
ent forms of embodiment and design [4]. For example, 
they can be human-like, incorporating human character-
istics, such as the robot NAO, or animal-like, resembling 
a pet or cuddly toy, such as the robot PARO, which looks 
like a baby harp seal. The main feature of social robots is 
their ability to interact with humans through speech, ges-
tures, or emotional behavior.

In recent years, the number and types of social robots 
used in geriatrics has increased [2, 3, 5, 6]. SRIs have 
also been confirmed to be feasible and acceptable to 
older adults with major neurocognitive disorders (i.e., 
dementia), informal caregivers, and care staff [7]. These 
interventions fall within the scope of psychosocial inter-
ventions, i.e., non-pharmacological interventions aimed 
at improving the quality of life, cognitive skills, mood, 
or behavior of older adults with dementia through a 
wide range of activities [8]. The scientific literature on 
SRIs for dementia care has focused primarily on their 
impact, demonstrating positive effects on older adults’ 
well-being, mood, and social interactions [3, 6, 9, 10]. For 
example, SRIs using PARO have been shown to reduce 
stress, negative emotions, and behavioral symptoms, as 
well as improve social interactions and the quality-of-
care experience [11]. Some studies have shown that the 
NAO robot can facilitate cognitive and physical exercises 
[12, 13] and provide medical information [14]. Social 
robots can also be used in mediation, acting as interme-
diaries between beneficiaries and therapists [14].

However, the emergence of these new therapeu-
tic interventions raises deontological questions. Some 
authors have specifically addressed ethical concerns 
raised by SRIs, such as the reduction of human con-
tact [15], misrepresenting or concealing the robot’s true 
nature [16], and maintaining dignity and autonomy, 
which involves obtaining participants’ consent [8, 17], 
and protecting personal data [18]. However, research on 
ethical recommendations for SRIs tailored to older adults 
is sparse, and standardized ethical guidelines for health 
professionals have not yet been developed.

Drafting ethical guidelines for SRIs requires a careful 
and comprehensive analysis of the situations experienced 
by professionals in the field. These recommendations will 
assist health professionals in maintaining ethical stand-
ards while conducting SRIs with individuals living with 
dementia. This study had two main objectives: (1) to 

understand how professionals who conduct SRIs perceive 
and approach the ethical issues of social robot use with 
older adults and (2) to establish ethical guidelines to help 
professionals carry out SRIs with older adults.

Materials and methods
Recruitment of participants
To achieve these two objectives, we conducted semi-
structured in person interviews with professionals 
including medical doctors, nurses, psychologists, neu-
ropsychologists, physical therapists and activity leaders 
with experience in using social robots with older adults 
in nursing homes and geriatric hospitals in and around 
Paris (France). Our recruitment method can be defined 
as convenience sampling as we included twenty health-
care professionals who were available to answer our 
questions during the study. Although these profession-
als came from different disciplines, they worked together 
with a shared, comprehensive, and complementary 
approach to the care of older adults in institutional set-
tings. Our interviews allowed us to reach data saturation. 
The participants did not receive any compensation for 
the interviews.

Interview method
An interview guide for professionals in geriatric facilities 
who use or have used social robots in their daily prac-
tice was developed and is detailed in Annex 1. To ensure 
question validity for the interviews, the following steps 
were taken. Firstly, research experts (CW and VCL) wrote 
the questions based on prior research on ethical concerns 
in social robotics. Secondly, other experts (MPin and 
ASR) reviewed the questions before use. Thirdly, a small 
set of test interviews were conducted with healthcare 
professionals (BL, SD, MPic, HL) to refine unclear ques-
tions. In addition, we used a structured interview guide 
to ensure consistent questioning. The semi-structured 
interviews included, but were not limited to, the follow-
ing three main research questions:

1. How should SRIs be conducted? More specifically, 
how should the robot be presented to the beneficiary, 
and what procedures should be followed to obtain 
the participant’s consent?

2. What ethical issues are raised by SRIs in geriatrics?
3. What is the robot’s role in SRIs, and how does it 

affect human interactions, infantilization, and auton-
omy?

Data analysis
The interviews were recorded and transcribed. After 
transcription of the interviews, the recordings were 
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deleted. The content of the interviews was analyzed via 
an inductive thematic analysis method inspired by Braun 
and Clarke (2006) [19]. This method involves multiple 
readings of the interviews to thoroughly understand the 
content, identify the topics addressed, and categorize the 
comments to maximize the results. After initial coding 
of the interviews, the codes were organized into themes, 
which were reviewed and then arranged into a the-
matic map. Finally, the themes were defined and named, 
with examples provided to illustrate each theme. To 
assess inter-rater reliability in coding the interviews, we 
employed a systematic approach involving two research-
ers (VC, ASR). Each researcher independently carried 
out an inductive thematic analysis of the interview con-
tent. Following this, we compared the assigned codes to 
determine the level of agreement between the two raters. 
In instances where discrepancies arose, we facilitated 
discussions to resolve differences and refine the coding 
scheme as needed. This process ensured a consistent and 
reliable coding framework, thereby enhancing the valid-
ity of our study’s findings.

Results
Between January and June 2022, 20 professionals were 
interviewed. They included 70% women and 30% men. 
The participants’ gender, profession, and professional 
experience are listed in Table  1. The average interview 
duration was 47.8 min (SD 7.03 min).

Themes overview
Six main themes emerged from the analysis of the inter-
views: (1) deciding on and preparing the robot’s integra-
tion into an institutional setting, (2) preparing a robotic 
intervention, (3) introducing the robot to older adults, 
(4) obtaining consent or assent from older adults, (5) 
conducting a robotic-mediated intervention, and (6) 
observed effects of SRIs. Additionally, various subthemes 
were identified, as shown in Table 2.

Deciding on and preparing the robot’s integration 
into an institutional setting
The ethical use of social robotics should be considered 
not only from the perspective of beneficiaries but also 
from that of professionals, who may perceive their intro-
duction into geriatric care practices as disruptive or 
imposed. Additionally, in understaffed teams, the expec-
tation to integrate a social robot into daily care can feel 
overwhelming, particularly when professionals are not 
involved in the decision-making process regarding its 
implementation.

a) Involving Professionals in the Decision to Implement 
SRIs

None of the professionals interviewed reported 
being involved in the decision-making process regard-
ing the type of robot, or any kind of technology-based 
activity, or its potential usefulness within their team. 
For some healthcare professionals, the inclusion of 
the robot in their practice was challenging, possibly 
because the robot was imposed rather than requested.

Therefore, for us, it was quite a shock, because we 
did not ask for the robot. It was suggested to us. 
However, it was not a request from the psychology 
team, for example, the activities team, or the reha-
bilitation team. It came, well, it invited itself into 
our residence. (Psychologist)

Professionals emphasized the need to be involved in 
decisions about how to acquire robots to prevent feel-
ings of imposition and to ensure that the technology is 
adequate to both patients’ and their needs.

We mustn’t forget that the users of this robot are 
the patients, but they’re also the professionals 
because most of the patients are dependent, and so 
it [the robot] is going to go through professionals, 
so they’re also users. (Geriatric physician)

Table 1 Participants’ professions, gender, and years of 
professional experience

Participants Profession Gender Years of 
experience

P1 Geriatric physician M > 15

P2 Geriatric physician M > 15

P3 Geriatric physician M > 15

P4 Psychologist F > 5

P5 Psychomotor therapist F > 5

P6 Psychologist M > 15

P7 Psychologist F > 15

P8 Geriatric physician F > 15

P9 Activity leader F < 5

P10 Geriatric physician M > 15

P11 Psychologist F > 5

P12 Neuropsychologist F > 15

P13 Neuropsychologist M > 15

P14 Neuropsychologist M < 5

P15 Neuropsychologist F > 5

P16 Psychologist F > 5

P17 Activity leader F < 5

P18 Psychologist F > 15

P19 Activity leader F > 15

P20 Psychologist F > 15
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b) Reflecting on Human Resources Before Implement-
ing SRIs

Professionals emphasized the need to evaluate the 
human resources required to implement SRIs before 
integrating robots into institutions. The implementation 
of SRIs demands extra time and effort from professionals 
for different reasons, such as the need for training. Pro-
fessionals highlighted the necessity of anticipating that 
trained teams might leave the institution, particularly in 
departments with high turnover rates, such as oncology. 
Consequently, the time and costs required to train new 
teams must be included in the decision to implement a 
robot in the institution.

It takes an extremely long time to train people 
because you have to take time off work. But when 
you take time off, you have to find someone else to 
take your place, because the older adults aren’t going 
to be on their own like that… (Activity leader)

Preparing activities with a social robot also requires 
additional effort from teams. They had to reorganize 
their roles and tasks, acquire new knowledge, and dedi-
cate extra time to setting up the workshops.

We had to do a lot more upstream work than we 
would have done without the [robot] NAO. We 
had to spend a lot of time preparing the whole ses-

sion. You can’t anticipate what’s going to be said, for 
example, what words are going to be chosen for a 
text. (Psychologist)

c) Respecting Professionals’ Choice to Use Social 
Robots

Many professionals have questioned the usefulness of 
social robots and their actual impact on patients, exhib-
iting a degree of mistrust. Therefore, professionals who 
played the role of “facilitators” in driving the adoption 
of SRIs within the team or organization, highlighted the 
benefit of demonstrating how the robot works instead of 
merely discussing it.

When I wanted to present the robot to my team, I 
talked about it without showing it, and well, reac-
tions were mixed, […] but then I didn’t explain any-
thing, I just put the robot in front of them (the team) 
and showed them what it could do, […] the team 
was quite fascinated by... and I said to myself, well 
already, if the professionals get a bit involved with 
the robot, it’ll also give them a starting point. (Neu-
ropsychologist)

However, facilitators also emphasized the importance 
of respecting professionals’ preferences and perspectives 
on these new technologies.

Table 2 Synthesis of results describing main themes and subthemes

Theme Subtheme

1) Deciding on and preparing the robot’s integration into an institutional setting a) Involving professionals in the decision to implement SRIs

b) Reflecting on human resources before implementing SRIs

c) Respecting professionals’ choice to use social robots

d) Building on existing protocols and ethical standards

e) Organizing team training

2) Preparing SRI sessions a) Selecting criteria for the participation of older adults in SRIs

b) Informing families and informal caregivers about SRIs

3) Introducing the robot to older adults a) Taking into account the robot’s appearance

b) Explaining the Wizard of Oz technique

c) Respecting beneficiaries’ beliefs about the robot

d) Clarifying the objectives of SRIs for the patients

e) Adapting SRIs to each particular context

4) Obtaining consent or assent from older adults a) Clarifying consent versus assent

b) Ensuring continuous consent during the sessions

c) Understanding and revisiting interest in the robot

5) Conducting SRI sessions a) Ensuring human supervision and mediation in SRIs

b) Navigating technical issues in SRIs

c) Ethical reflection on the risk of infantilization

6) Observed effects of SRIs a) Observed benefits for older adults

b) Observed benefits for professionals
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[B]ut the more or less positive reception from the 
teams is natural. We respect each other’s choice 
of therapeutic practices: some use massage, touch, 
music, and some have agreed to use the robot. 
The aim is to see what can best suit and help each 
patient. (Psychologist)

d) Building on Existing Protocols and Ethical Standards

Professionals emphasized the advantage of build-
ing SRIs based on existing care interventions, with the 
addition of a social robot, rather than creating new ones 
from scratch. Attempting to develop entirely new inter-
ventions can generate additional stress for teams. Some 
of this extra time and effort could be spared by inte-
grating the social robot into existing therapeutic groups 
and activities. When the robot arrived, professionals 
preferred to use it within activities they had already 
mastered. They could feel reassured by conducting an 
activity where the robot is the only new element.

[E]veryone has first chosen something [an activ-
ity] with which they’re already comfortable, …. 
and now they’re involving on a new teammate [the 
robot] they did not know. So, there can’t be another 
unknown in the equation, because... it won’t work! 
(Physical therapist)

e) Organizing Team Training

Healthcare professionals expressed dissatisfaction 
with the insufficient training content available to them 
regarding SRIs. In their view, the materials provided by 
the manufacturer were limited to technical issues and 
did not address other topics, such as the therapist’s role 
during the intervention. A psychologist emphasized the 
need for guidelines concerning the use of social robots.

Having a meeting [training session] is good, but if 
there’s nothing to back it up, it’s all downhill from 
there, because if you don’t use the tool [the robot] 
the next day, you need something to fall back on. 
(Psychologist)

Professionals have suggested several ideas to improve 
training, such as proposing training meetings with role-
playing exercises or discovery sessions with robots.

I think that the presentation of the robot and then 
perhaps some role-playing could be interesting, 
to learn to adapt to the reactions of the patient 
in front of you, right. […] You must adapt to each 
case, to events. (Physical therapist)

Some interviewees suggested the use of videos as an 
efficient, fun, and accessible approach to training.

Yeah, well, the problem with professionals [...] is that 
they also have very, very, very, very little time, […] 
but I think the best training for me is oral training, 
role-playing, and possibly more video-based mate-
rial that’s shorter to watch and more enjoyable than 
reading. (Psychologist)

Preparing SRI sessions
As with any type of intervention, healthcare professionals 
using social robots stressed the importance of tailoring 
activities based on users’ profiles, relying on prior knowl-
edge of the patient and their entourage.

a) Selecting Criteria for the Participation of Older 
Adults in SRIs

Professionals emphasized the need to define the pro-
files of individuals who could participate in SRIs. For 
example, the PARO robot was deemed appropriate for 
those in the advanced stages of dementia, as it reassured 
them and elicited affectivity that facilitated interaction. 
However, there was no single rule for selection; instead, 
professionals relied on their experience and knowledge of 
individual situations to define target groups.

For the memory workshop, I wanted a fairly high 
MMSE [cognitive functioning score]. So, we’re auto-
matically on MMSEs above 20. And for the gentle 
gymnastics, I was less fussy and included more peo-
ple with praxis problems. (Neuropsychologist)

Healthcare professionals considered themselves capa-
ble of identifying individuals who might be more or 
less interested in the robot before proposing it. They 
could also anticipate who might initially refuse but later 
show interest after observing others or hearing positive 
feedback.

We’ve had people who were refractory [to the use of 
the social robot], and they’re free [to choose whether 
or not to participate] too, aren’t they? [and others] 
who couldn’t stand it at all. That’s it. People say neg-
ative things to us, like ‘I’m not interested. Oh no, but 
do you take me for a fool?’ And then, well, they left, 
but that didn’t stop some of them, after a while, from 
wanting to come back to the group [using the robot] 
and see what happened. (Activity leader)

Some reservations were expressed regarding patients 
with a history of severe psychiatric disorders, as the use 
of the robot could generate anxiety during or after use:

[F]or some individuals, particularly those with psy-
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chotic disorders, the removal of the robot could trig-
ger intense anxiety, resulting in emotional distress, 
crises, or crying episodes. (Geriatric physician)

b) Informing Families and Informal Caregivers about 
SRIs

Healthcare professionals noted that informing and dis-
cussing with family members and informal caregivers 
helped dispel preconceived notions about social robots 
and establish a relationship of trust with the institution. 
One professional shared this anecdote:

There was a nursing home that did something great: 
before bringing in the robot, they held a kind of meet-
ing with the families (…), and they said, ‘We’re going 
to participate in a [research] protocol; they’re going 
to send us a robot,’ and they presented the robot (…), 
explaining why they were going to use it with their 
loved ones. And I thought that was great because 
it already allows you, in a way, to gather a kind of 
consent—which you don’t have to ask for legally, if 
the person [older adult] isn’t under guardianship—
but it’s a form of family approval and information. 
That way, the next time they [family members] come 
to the nursing home, if they see the seal [robot], they 
won’t be like, ‘What is this thing?’ (Psychologist)

Introducing the robot to older adults
The interviews highlighted specific ethical issues asso-
ciated with SRIs that must be considered when the 
social robot is presented to beneficiaries. Professionals 
unanimously agreed that the robot should be presented 
transparently, with a clear explanation of its nature and 
purpose. However, they highlighted that the content of 
the presentation, as well as the methods and expressions 
used, should be adapted to each situation.

a) Taking into Account the Robot’s Appearance

Professionals should be careful in their description 
of the social robot, as its appearance and fairly autono-
mous movement capabilities can be misleading for some 
beneficiaries.

I think the first thing is to make it clear that it’s a 
robot. […] I think there are certain situations in 
which it’s not necessarily obvious to understand this. 
I’m thinking of certain robots, let’s call them anima-
loid, where you can sometimes believe that it [the 
robot] is not really a robot, and so this is important. 
(Geriatric physician)

b) Explaining the Wizard of Oz Technique

Transparency is a recurring issue concerning the use of 
the NAO robot and the “Wizard of Oz” technique that is 
sometimes used to control the robot. In this technique, 
an engineer or a trained professional manages the robot’s 
movements and speech from a computer in real time. 
Regardless of their cognitive status, understanding the 
Wizard of Oz technique can be challenging for patients, 
e.g., too abstract or technical. Professionals have sug-
gested the use of metaphors with remotely controlled 
objects or cordless phones to facilitate the understanding 
of beneficiaries.

Many patients believe that the NAO robot oper-
ates entirely on its own, which can be misleading. 
To clarify the Wizard of Oz technique, I use simple 
metaphors to explain that a professional is actually 
controlling its actions in real-time. This approach 
helps build trust and ensures transparency in our 
interactions. (Psychologist)

c) Respecting Beneficiaries’ Beliefs about the Robot

Most professionals believe that while some beneficiar-
ies recognize social robots as inanimate objects, they 
willingly engage with them as if they were animated 
beings or even live animals. Excessively emphasizing that 
the robot is merely a machine can undermine the pur-
pose of the SRI.

When I introduce the robot, I don’t want to mislead 
them about the idea of it [seal or cat robot] being an 
animal. However, I also avoid over-explaining its 
functionality, as too much detail could disrupt their 
ability [the beneficiaries/patients] to project onto it, 
potentially creating a barrier to engagement. (Psy-
chologist)

Some professionals believe that allowing individuals 
to interact with the robot freely enables the most mean-
ingful benefits to emerge. They worry that constantly 
reminding patients of the robot’s mechanical nature 
could break their engagement and diminish the positive 
effects of the interaction.

I believe it’s important to accept that the patient is 
using a metaphor [perceiving the robot as more than 
just a machine] without trying to convince them oth-
erwise. (...) It helps them reminisce and evoke emo-
tions. In the end, the robot is just an object, but I see 
no issue with them talking to it, just as one might 
talk to a stuffed animal. [...] I think it would be 
incredibly tiresome if the clinician kept insisting, ‘It’s 
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a machine, I remind you it’s a machine!’ That would 
be pointless. (Neuropsychologist)

d) Clarifying the Objectives of SRIs for Patients

Transparency with the patient regarding the objectives 
of the robotic intervention is strongly encouraged, as it 
helps build trust and facilitates engagement. An onco-
geriatrician highlighted this approach, explaining how 
the robot can be introduced as a comforting tool:

We know that the bandage treatment may be pain-
ful, so we give you this robot to hold onto, helping to 
distract you and ease the discomfort. [...] Once we’re 
done, we’ll leave it [the robot] with you for a while 
before moving on to something else. (Onco-geriatri-
cian)

This explanation reassures the patient, framing the 
robot as a supportive presence during a potentially dis-
tressing procedure.

e) Adapting SRIs to Each Particular Context

A key principle in promoting the integration of social 
robots into professional practice appears to be flexibility. 
According to professionals, a single guide intended to 
prescribe a uniform approach—whether in terms of the 
type of intervention or the way the robot is introduced—
would be unworkable, given the wide range of situations 
and patient or resident needs. In care institutions serv-
ing older adults, the organizational context, the work cli-
mate, the perspectives of the care team, and the available 
human and material resources all shape how the robot 
is used and the step-by-step procedure, or protocol, for 
integrating it into daily care practices.

They tried to minimize difficulties for the staff by 
only using PARO [the robot] at night. This prevented 
interference with other professionals and allowed 
scheduled daytime care activities to continue unin-
terrupted. (Geriatrician)

Obtaining consent or assent from older adults
In institutions such as nursing homes that accommodate 
individuals with dementia, obtaining informed consent 
and assent for the use of social robots can be particularly 
complex.

a) Clarifying Consent Versus Assent

The information provided to participants enables 
them to understand the terms of the SRI and give their 
agreement before participation. One of the geriatricians 

emphasized the importance of clearly distinguishing 
between consent and assent:

But most of the time, people with dementia are not 
necessarily capable of giving consent in the legal 
sense of the term [...] Consent basically implies hav-
ing understood the situation, having analyzed the 
different possibilities and alternatives that may 
exist, thirdly, having made a choice and fourthly, 
maintaining it over time. (Geriatric physician)

When it is not possible for the beneficiary to commu-
nicate verbally, professionals focus on obtaining assent. 
Assent is an intermediate solution for obtaining the 
agreement of people who are unable to consent to an 
intervention.

The therapist evaluates whether a person agrees or hes-
itates to engage with the robot, recognizing that “a slight 
disagreement is considered a lack of consent, which is ulti-
mately interpreted as a refusal to participate [in the SRI 
session],” explained the geriatrician. Moreover, obtain-
ing assent requires professionals to actively supervise 
human–robot interactions and interpret various behavio-
ral cues, while obtaining consent primarily involves fol-
lowing a formalized procedure. Assent is provisional and 
must be continuously confirmed throughout the inter-
vention, whereas consent is obtained at a specific point 
in time. Consequently, therapists must remain vigilant, 
adjusting or halting the activity if a participant shows 
signs of discomfort. However, consent and assent can be 
complementary. As one psychologist explained, residents 
or their relatives give general consent for all institutional 
activities upon admission, while staff continuously assess 
verbal and nonverbal cues to obtain assent for each spe-
cific activity.

b) Ensuring Continuous Consent During the Sessions

Professionals agree that recognizing a patient’s discom-
fort, rejection, or engagement with the robot is a crucial 
skill developed through training and experience. When 
using social robots, they observe that individuals with 
impaired judgment or verbal expression can still com-
municate their reactions through gestures such as turn-
ing away, grimacing, or shouting. Understanding both 
negative responses (e.g., agitation or distress) and posi-
tive ones (e.g., engagement or enjoyment) is essential for 
interpreting a patient’s experience. Facial expressions, 
body language, and other nonverbal cues provide key 
insights into their comfort and willingness to interact. To 
accurately assess these signals, professionals emphasize 
the importance of knowing the patient’s profile, including 
their physical and mental health, life history, preferences, 
and dislikes. This knowledge enables them to anticipate 
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reactions, adapt interactions accordingly, and ensure that 
the robot’s use remains suitable and beneficial. As one 
activity leader described:

We try to observe the person’s reaction—it’s already 
a good indicator. If they don’t start screaming, cry-
ing, or trying to leave, then maybe there’s something 
we can build on. (Activity Leader)

Verifying a participant’s willingness during each session 
is crucial, making assent verification an ongoing process 
rather than a one-time event. In SRIs, professionals must 
actively mediate interactions, ensuring that the patient 
remains comfortable and engaged. Obtaining formal con-
sent, whether written or verbal, is not always a natural or 
practical approach in certain care interactions:

I can hold the robot under my arm or place it on her 
[the patient] if she is seated. I observe the patients’ 
reactions to see if they are interested or not. It’s a 
very gradual process, but I don’t necessarily ask for 
explicit consent—yet, in one way or another, it is 
obtained. (Psychologist)

Thus, in SRIs, obtaining assent through behavioral 
observation may be more appropriate than relying solely 
on explicit verbal consent, similar to other activities 
where direct agreement is rarely sought.

c) Understanding and Revisiting Interest in the Robot

Just as professionals carefully monitor consent, they 
also recognize that a patient’s initial refusal of the robot 
does not necessarily mean they will never be interested in 
it. Instead of interpreting a single rejection as definitive, 
they suggest reassessing the patient’s response over time 
and making multiple attempts while gauging their level of 
interest. However, if the robot is consistently refused at 
each presentation, it is important not to insist. The chal-
lenge arises when a patient’s emotional receptiveness is 
uncertain at a given moment, requiring careful obser-
vation to determine whether reintroducing the robot is 
appropriate.

I rely on gestures and behavior... We can try several 
times and observe what happens over time. However, 
if she [the patient] doesn’t want to participate in the 
[robot-mediated session], I don’t insist. (Neuropsy-
chologist)

Conducting SRI sessions
Most professionals interviewed felt that the ethical and 
professional principles guiding the use of social robots 
were not fundamentally different from those already 
applied in their practice or within the broader health and 

social care context. However, they identified certain ethi-
cal concerns that may be unique to SRIs. These aspects 
will be explored in the following sections.

a) Ensuring Human Supervision and Mediation in 
Social Robot Interventions

Healthcare professionals emphasized the essential 
role of human supervision in SRIs, stressing that robots 
should never replace human interaction but rather serve 
as a tool for therapeutic mediation:

I believe under no circumstances should they replace 
or substitute a human. In other words [...] it’s a tool, 
a tool, and it must remain a tool […] the robot must 
remain under the healthcare provider’s control […] 
It’s a tool among other therapies. (Psychologist)

All professionals interviewed recognized the impor-
tance of human presence and mediation in interactions 
between robots and beneficiaries. This explains why they 
do not see social robots as a replacement for their role in 
geriatric care but rather as tools that complement their 
work. For some, the human mediator is the cornerstone 
of these interventions, ensuring meaningful and appro-
priate engagement. Additionally, many professionals 
highlighted the need for training to effectively fulfill this 
mediating role.

b) Navigating Technical Issues in Social Robot Interven-
tions

Professionals acknowledged the robot’s limitations, 
which required them to develop new strategies to man-
age technical issues. Delayed responses, comprehension 
errors, battery failures, or mechanical malfunctions could 
cause confusion and frustration among beneficiaries (the 
participants in SRIs). Many professionals emphasized 
the need for a human mediator to compensate for these 
shortcomings.

We never leave a patient with dementia alone with 
these technologies [social robots]. These are patients 
who cannot verbalize, and by default, we offer them 
this experience—typically when they are very dis-
tressed [showing signs of agitation or anxiety]. When 
you’re distressed, you don’t want to be alone; you 
want someone with you [to provide reassurance and 
support]. (Psychologist)

To address these challenges, professionals devel-
oped strategies to manage unexpected technical issues, 
often incorporating humor and improvisation to main-
tain a positive and engaging atmosphere. For example, 
when robots responded too slowly or malfunctioned, 
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facilitators would use lighthearted remarks to ease par-
ticipants’ concerns and prevent frustration. In the case 
of NAO (the robot), if it took too long to respond, the 
facilitator might joke, “Are you tired, NAO?” to reassure 
participants, who sometimes feared they had caused 
the issue. Over time, these strategies were refined and 
integrated into the structured scenarios of the sessions, 
ensuring smoother interactions and minimizing potential 
distress.

There are always little moments of ‘Oh, why did it do 
that?’ or ‘Oh, it fell!’ So, during the session (…), you 
had the main facilitator and NAO (the robot), and 
the facilitator would talk to NAO to keep the partici-
pants engaged, saying things like, ‘So, NAO, you still 
haven’t answered the question.’ (Activity leader)

Interestingly, older adults did not seem to hold the 
robot accountable for its mistakes. Instead, profes-
sionals observed that its “imperfections” often encour-
aged amusement and empathy, allowing participants to 
immerse themselves in the interaction and engage play-
fully by making jokes or offering words of encouragement 
to the robot.

However, technical malfunctions could also provoke 
concern and anxiety, particularly among participants 
who perceived the robot as a sentient being and believed 
it had “hurt itself.” Some respondents reported that users 
struggled to understand how the robot functioned, as its 
movements appeared autonomous. Using the example of 
NAO, a psychologist explained that many participants 
had difficulty grasping that the robot was continuously 
controlled by a computer. To clarify this, they used a 
familiar analogy, comparing the robot’s remote opera-
tion to a cell phone communicating with a network, an 
explanation that helped residents better understand its 
functionality.

c) Ethical Reflection on the Risk of Infantilization

The introduction of social robots in geriatric care set-
tings raises ethical concerns, particularly regarding 
the risk of infantilizing patients, depending on how the 
robots are presented and used. Professionals noted that 
whether the use of a social robot is perceived as infan-
tilizing largely depends on how it is introduced to ben-
eficiaries. However, they identified different factors 
contributing to this perception, highlighting various 
aspects rather than a single defining cause. For example, 
a psychologist and a physical therapist pointed out that 
not all robot models and designs carry the same risk of 
infantilization. They emphasized that appearance plays a 
key role in perception, noting that PARO (a seal robot) 
appeared “too childlike,” resembling “a big cuddly toy,” 

whereas residents preferred NAO (a humanoid robot), 
which they did not associate with being “for children.”

In addition to the robot’s model and design, other pro-
fessionals highlighted the importance of how the robot 
is introduced and framed during interactions. The way 
the therapist presents the robot, along with broader lin-
guistic elements—such as syntax and intonation—plays a 
crucial role in either reinforcing or mitigating infantiliza-
tion. Consequently, infantilization may not be inherent to 
the robot or the activity itself but is instead shaped by the 
therapeutic context and the professional’s approach.

In fact, it is more than just the robot itself; what 
makes the difference [regarding the risk of infantili-
zation] is how the professional presents it. For exam-
ple, if a person is interacting with the robot and the 
care worker says, ‘That’s a nice toy, you’ve got a nice 
toy’ (in a deliberately naïve tone), it reinforces a 
childish perception. [...] You never present NAO as a 
toy; it’s not a toy. (Psychologist)

Observed Effects of SRIs
Despite initial reluctance among some healthcare profes-
sionals regarding the use of social robots, most ultimately 
recognized their benefits after witnessing their impact in 
practice. Many were surprised by the effects observed, 
not only on certain patients but also on the professional 
team.

a) Observed Benefits for Older Adults

Healthcare professionals observed that using social 
robots helped older adults express emotions and expe-
riences more freely, stay engaged in activities, foster a 
positive mood, and reduce anxiety. Additionally, they 
noted that some robots appeared to aid sleep and alle-
viate agitation, while others stimulated creativity and 
imagination.

To explain these positive effects, professionals pro-
posed several hypotheses. They suggested that the ease of 
interaction stems from the simplicity of the relationship, 
characterized by a lack of judgment, which is facilitated 
by the robot’s neutrality or appealing appearance. Some 
professionals likened this effect to that of cuddly toys, 
dolls, or therapy animals like dogs. Others attributed the 
benefits of certain robots to their ability to restore a sense 
of touch, emphasizing that for many patients, physi-
cal contact is often associated with unpleasant experi-
ences such as hospital transfers, bathing, or medical 
procedures.

In some cases, the presence of social robots appeared 
to encourage patients to express fears or confide in pro-
fessionals. These exchanges seemed to be facilitated by 
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the perception of being listened to or the simplification 
of interactions that robots provide. Unlike humans, 
robots do not expect responses, express surprise, or 
pass moral judgments, which, according to some pro-
fessionals, reduces the anxiety and complexity of 
human interactions. In particular, the robot’s predict-
able and neutral behavior seemed to create a less intim-
idating social environment for patients. One activity 
leader shared an experience that illustrated this effect.

I had a really striking moment with a social robot 
in a dementia care unit. There was this one lady, 
very withdrawn, who barely engaged with anyone. 
One day, I set up the robot to sing and dance. At 
first, the residents were surprised, but as it contin-
ued, something remarkable happened—this lady 
slowly turned toward it. Then, out of nowhere, she 
reached for my hand, something I had never seen 
her do before. It was a really touching moment 
that showed just how powerful these interactions 
can be. (Activity leader)

b) Observed Benefits for Professionals

For some healthcare professionals, integrating robots 
into their practice provided a valuable complement to 
their existing care strategies, particularly when support-
ing individuals with dementia. Engaging with patients 
who experience confusion, anxiety, or repetitive speech 
can require continuous emotional attentiveness, and 
professionals found that social robots could serve as 
an additional tool to help address these emotional 
needs. Observing patients confide in the robot or use 
it as a mediator allowed professionals to broaden their 
approach, ensuring that patients felt heard while also cre-
ating moments of emotional relief for both patients and 
caregivers.

As one psychologist reflected, “there was initially a 
sense of sadness in seeing patients rely on a virtual entity 
for emotional expression.” However, the robot’s presence 
ultimately enriched their approach by providing a neutral 
and reassuring space where patients could share personal 
thoughts or feelings more freely. The psychologist further 
noted that the robot could act as an intermediary, allow-
ing patients to express thoughts they might hesitate to 
share directly with a caregiver. By speaking to the robot, 
patients could maintain a certain distance, expressing 
themselves without the immediate social expectations 
that come with human interaction. Unlike with a profes-
sional, where an exchange naturally leads to a response, 
the robot creates a space where the patient does not 
necessarily seek an answer but rather a form of attentive 
listening:

But then I thought that, in some cases, it’s as if the 
patient is saying, ‘I’m telling this to the robot so that 
I don’t have to say it to you directly, but I’m still say-
ing it to you (as a caregiver).’ So, in the end, it cre-
ates a certain distance, a kind of restraint… because 
if I tell something to a professional, they will interact 
with me. Here, the patient doesn’t necessarily expect 
a response, but rather the quality of listening. (Psy-
chologist)

Discussion
This study aimed to explore the perspectives of health-
care and social care professionals on the introduction 
of SRIs for older adults, with a particular focus on the 
ethical considerations surrounding these practices. Addi-
tionally, it sought to develop professional practice recom-
mendations to support the effective implementation and 
use of social robots, particularly in managing situations 
that may present ethical challenges.

To achieve these objectives, we conducted a qualita-
tive study involving in-depth interviews with 20 health-
care professionals experienced in SRIs. Through these 
interviews, we gathered insights into their perceptions, 
experiences, and perspectives on key aspects of SRIs, 
including how robots are introduced to patients, proce-
dures for obtaining informed consent from older adults, 
and criteria for assessing the suitability of these interven-
tions for specific individuals. Participants highlighted 
several critical considerations, particularly ethical con-
cerns and the need for professional training, both of 
which are essential for the successful integration of SRIs 
in institutional settings.

The need for additional preparation and training
The analysis of the interviews highlighted the impor-
tance of thorough preparation before acquiring a robot 
and SRIs, as well as the need to align these practices with 
healthcare ethical and professional guidelines. Despite 
recognizing the potential benefits of SRIs, healthcare 
teams reported a lack of available training on how to 
effectively integrate social robots into their work with 
residents. Participants noted that existing training mate-
rials from robot manufacturers focus primarily on tech-
nical aspects, often neglecting crucial elements such as 
the professional’s role and ethical considerations in SRIs. 
This gap reinforces findings from previous studies, which 
emphasize the need for comprehensive training to ensure 
responsible use of social robots [11].

For instance, the IENE 10 project, led by Papadopou-
los and Lazzarino (2024), represents a pioneering effort 
to address these training needs. Recognizing the lack 
of evidence-based, open-access training for health and 
social care professionals on socially assistive robots, the 



Page 11 of 16Ware et al. BMC Geriatrics          (2025) 25:260  

project developed and evaluated the first Massive Open 
Online Course (MOOC) on social robot use in health-
care [20]. The course, designed through a collaborative, 
international approach, was structured around four core 
modules: awareness, knowledge, sensitivity, and compe-
tence. It provided training on robot functionality, opera-
tion, and key ethical issues related to their integration in 
care settings. A total of 185 participants completed the 
course, reporting improvements in their knowledge and 
skills related to social robots. The program was well-
received, with participants rating its quality between 
good and excellent.

Similarly, in our study, professionals emphasized the 
value of practical training methods, particularly role-
playing exercises and video-based instruction, as flexible 
and accessible ways to build competence. The integra-
tion of hands-on experience with structured training 
programs, underscores the need for a holistic training 
approach that prepares professionals for both practical 
challenges and ethical dilemmas, ensuring effective and 
responsible use of social robots in healthcare.

Identifying suitable beneficiaries for social robot 
interventions
Professionals emphasized the importance of identifying 
whether a social robot would be of interest to a benefi-
ciary. This aligns with the literature, which highlights the 
need to assess individual preferences, needs, and cogni-
tive abilities before introducing the robot [21]. Determin-
ing a resident’s receptivity is crucial, as engagement with 
a social robot should be voluntary and meaningful. Some 
individuals may find the robot stimulating and enjoyable, 
while others may feel indifferent or even distressed by 
its presence. Tailoring interventions based on personal 
interests and emotional responses ensures a more effec-
tive and ethically sound integration of SRIs into care 
settings.

The importance of how the robot is introduced
Our findings suggest that the way a social robot is intro-
duced plays a key role in shaping the resident’s perception 
and willingness to interact with it. Experts in our study 
recommended personalizing the introduction based on 
the individual’s cognitive abilities, past experiences, and 
the specific context of the activity. This approach is con-
sistent with existing research, which underscores the 
importance of adapting the presentation to ensure that 
explanations are clear, accessible, and aligned with the 
resident’s interests and life history [21]. A well-structured 
introduction can foster familiarity, increase comfort, and 
prevent potential misunderstandings.

Addressing the complexities of consent and assent 
in social robot interventions
Obtaining consent for SRIs is a key ethical concern, par-
ticularly when working with individuals with dementia. 
Professionals in our study noted that assessing consent 
capacity can be challenging, as some individuals may 
have fluctuating awareness or difficulty expressing their 
preferences. To address this, professionals adopted a flex-
ible approach. When residents could communicate ver-
bally, they were directly engaged in decision-making. For 
those with cognitive impairments, professionals relied 
on nonverbal cues such as facial expressions, gestures, 
and behavior to assess assent or refusal. This aligns with 
research highlighting the importance of recognizing non-
verbal indicators of willingness or discomfort [21, 22].

A key distinction was made between consent, a formal 
agreement obtained at the institutional level, and assent, 
an ongoing expression of willingness. While initial con-
sent may be given by residents or their families, assent 
must be continuously monitored throughout the inter-
vention to ensure that individuals are comfortable and 
willing to engage.

By integrating assent-based practices, professionals 
help ensure that SRIs remain person-centered and ethi-
cally sound. Future research should focus on developing 
clear guidelines for assessing both consent and assent, 
prioritizing the autonomy and well-being of older adults.

Enhancing human connection through social robots
A key finding of our study was that professionals viewed 
social robots as complementary tools that support, rather 
than replace, human interaction. While concerns have 
been raised about robots reducing face-to-face engage-
ment, our findings suggest that they can enhance com-
munication and connection, particularly for residents 
with dementia.

For instance, Hung et al. (2019) found that using PARO 
helped facilitate meaningful interactions between pro-
fessionals and residents, helping individuals with cogni-
tive impairments stay engaged [11]. Similarly, Koh et al. 
(2023) highlighted that social robots can empower pro-
fessionals by providing alternative ways to engage resi-
dents, particularly those who struggle with traditional 
social interactions [21]. These findings reinforce the need 
for adaptable approaches in SRI implementation, ensur-
ing that robots are used to foster relationships rather 
than replace them.

Challenges in implementing social robot interventions
Professionals conducting SRIs reported encountering 
technical limitations, requiring them to adopt adap-
tive strategies to maintain engagement. One of the most 
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effective approaches was the use of humor, which helped 
address issues such as delayed responses, misinterpreta-
tions, or malfunctions. By reframing technical difficul-
ties as part of the interaction, professionals were able to 
reduce frustration and maintain a positive atmosphere 
for participants.

Another major concern raised was the risk of infanti-
lization. Professionals in our study emphasized that how 
the robot is introduced and integrated into interactions 
significantly influences whether it is perceived as infanti-
lizing. They highlighted that the way professionals com-
municate about the robot—through their language, tone, 
and overall framing of its role—plays a key role in shaping 
perceptions. For instance, using playful or overly simplis-
tic language or referring to the robot as a “toy” may lead 
residents to perceive it as childish, whereas positioning it 
as a therapeutic or assistive tool fosters a more respectful 
and empowering experience.

This contrasts with findings by Koh et al. (2022), where 
professionals believed that the degree of infantiliza-
tion depended on how much the robot resembled a real 
animal [22]. Ienca et  al. (2016) suggested that empow-
ering residents to decide whether to engage with the 
robot could help mitigate infantilization by reinforcing 
autonomy and choice [23]. Our findings align with this 
perspective, emphasizing that the professional’s commu-
nication style, the way the robot is framed within thera-
peutic activities, and active resident involvement are key 
factors in ensuring ethical implementation.

Psychological and emotional benefits
One of the key findings of our study was that social robots 
not only benefited residents but also provided emotional 
and psychological support for professionals. Engaging 
with individuals with dementia, particularly those who 
experience repetitive speech patterns, emotional dis-
tress, or communication difficulties, can be emotionally 
demanding. The use of social robots provided profession-
als with an additional tool to facilitate emotional interac-
tions and reduce stress in these situations.

Some professionals highlighted the role of social robots 
as mediation tools, a concept widely used in psychother-
apy. Mediation involves using an external object to facili-
tate communication, often helping individuals express 
themselves in ways they might struggle to in direct inter-
actions. Research describes the robot as a “common 
third”—an object that fosters joint attention and interac-
tion between a therapist and a resident [24, 25].

Tordo (2018) explored this concept in his work with 
autistic children, describing the social robot as a clini-
cal support tool that aids therapist-patient interactions. 
He noted that its predictability and emotional neutrality 
make it particularly effective in fostering a sense of safety 

and stability [26, 27]. Similarly, in our study, professionals 
observed that residents felt comfortable expressing emo-
tions and personal thoughts in the presence of the robot, 
sometimes using it as a mediator to discuss difficult top-
ics that they might hesitate to address directly with a car-
egiver. By offering a neutral and stable presence, social 
robots may create a safe space for emotional expression, 
enabling beneficiaries to explore thoughts and feelings 
that might otherwise be difficult to articulate. These 
findings suggest that beyond their initial role in engage-
ment and entertainment, social robots hold therapeutic 
potential when integrated thoughtfully into professional 
practice.

Recommendations for healthcare professionals
Based on the insights gathered from the interviews, we 
have developed practical recommendations to support 
professionals in integrating SRIs into geriatric care set-
tings. These recommendations are intended for both 
healthcare management teams planning to introduce 
SRIs and professionals directly conducting these inter-
ventions. They aim to facilitate ethical and effective 
implementation, ensuring that social robots enhance 
care while respecting the needs and preferences of older 
adults.

Recommendations for healthcare management teams 
planning to implement SRIs

– Engaging staff in the decision-making process: 
Healthcare professionals should be actively involved 
in discussions regarding the acquisition and integra-
tion of social robots. Staff should collectively assess 
how SRIs can address the needs of beneficiaries and 
be incorporated into the institution’s activity sched-
ules. These discussions should consider organiza-
tional planning, human resources, and material 
constraints to ensure smooth and effective imple-
mentation. Involving staff in decision-making allows 
them to express concerns, suggest adaptations, and 
take ownership of the intervention, fostering a more 
thoughtful and effective use of social robots.

– Informing and involving families in SRI implementa-
tion: The families of beneficiaries should be informed 
about the introduction of SRIs and the rationale 
behind their use. This includes explaining the pur-
pose, expected benefits, and ethical considerations 
of the intervention. Families should also be given the 
opportunity to ask questions, express concerns, and 
provide input regarding the appropriateness of the 
intervention for their loved ones. Transparent com-
munication helps build trust and ensures that SRIs 
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align with the preferences and values of both the resi-
dents and their families.

– Providing professionals with comprehensive train-
ing and preparation on SRIs: Institutions should offer 
structured and ongoing training programs to equip 
professionals with the necessary skills for operating 
the robot, integrating SRIs into therapeutic activities, 
and addressing ethical concerns. Training should 
cover multiple dimensions: (a) technical operation 
of the robot, ensuring professionals are comfortable 
with its functions, settings, and limitations, as well as 
learning how to manage basic troubleshooting and 
adjust interactions based on the robot’s capabilities; 
(b) ethical and professional considerations, ensuring 
SRIs align with existing care principles, particularly 
in relation to consent, assent, and avoiding infantili-
zation; (c) therapeutic applications, providing guid-
ance on how to use robots as a complementary tool 
within existing care models, particularly for benefi-
ciaries with cognitive or communication difficulties; 
and (d) communication strategies, helping profes-
sionals present the robot in a way that respects ben-
eficiaries’ dignity and encourages engagement.

To accommodate different learning needs, training 
should be delivered through a combination of hands-on 
workshops, online modules, video tutorials, and role-
playing exercises that simulate real-life scenarios. Peer 
mentoring and knowledge-sharing sessions can also be 
beneficial, allowing experienced professionals to support 
those new to SRIs. Institutions should allocate sufficient 
time for preparation, ensuring that staff can familiarize 
themselves with the technology and adapt interventions 
to meet the specific needs of beneficiaries.

– Integrating SRIs into professional principles and ethi-
cal standards in geriatric care: Healthcare institutions 
should ensure that SRIs align with existing profes-
sional principles and care practices in geriatric set-
tings. The same ethical guidelines applied to other 
therapeutic interventions should be followed when 
using social robots. Rather than requiring entirely 
new care models, robots should be seamlessly incor-
porated into established therapeutic approaches, 
allowing professionals to build on their current prac-
tices while using robotic tools as complementary aids 
to enhance patient engagement, emotional support, 
and social interaction.

– Facilitating ethical and clinical reflection: Ethical 
considerations surrounding SRIs may arise before, 
during, and after their implementation, requir-
ing ongoing reflection by healthcare teams. Before 
introducing a social robot, professionals may need 

to assess whether the intervention is suitable and 
meaningful for a specific beneficiary, ensuring that 
it aligns with their preferences, cognitive abilities, 
and emotional well-being. During SRIs, unexpected 
ethical concerns may emerge, such as beneficiaries 
expressing discomfort or refusal, difficulties in inter-
preting nonverbal cues, or concerns about infantili-
zation depending on how the robot is framed. After 
the sessions, professionals may also need to evaluate 
the impact of the intervention, for example, in cases 
where a resident forms an excessive attachment to 
the robot or when the expected benefits are not 
observed.

To address these issues, institutions should establish 
structured opportunities for ethical and clinical reflec-
tion, where professionals can regularly share their expe-
riences, discuss dilemmas, and refine their approaches. 
Team debriefing sessions can provide a space to explore: 
(a) Ethical challenges related to consent and assent, par-
ticularly when working with individuals with neurocog-
nitive disorders; (b) best practices for presenting the 
robot to reduce the risk of infantilization; (c) strategies 
for managing misunderstandings, such as when residents 
attribute unintended meanings to the robot’s actions or 
responses; (d) Appropriate ways to handle emotional 
reactions, including excessive attachment or distress 
when the robot is removed, and (e) institutional adap-
tations, such as refining protocols or adjusting training 
programs based on observed challenges. Table 3 presents 
a summary of the key recommendations for healthcare 
management teams planning to implement SRIs.

Recommendations for Professionals Conducting SRIs

– Identifying suitable beneficiaries for social robot 
interactions: Before implementing an SRI, profes-
sionals should carefully assess whether the inter-
vention is appropriate for a specific resident. Not all 
individuals will benefit equally from robot-assisted 
interactions, and selecting participants should be 
based on their cognitive abilities, emotional state, 
interests, and potential responsiveness. Evaluating 
the relevance of SRIs on a case-by-case basis ensures 
that the intervention is tailored to the individual’s 
needs, maximizing engagement and well-being while 
minimizing the risk of discomfort or disengagement.

– Thoughtful presentation of the robot to beneficiaries: 
The way a social robot is introduced can significantly 
shape the beneficiary’s perception and willingness to 
interact with it. Professionals should carefully select 
their words, tone, and approach when presenting 
the robot, ensuring that the interaction is framed in 
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a way that respects the resident’s autonomy, prefer-
ences, and dignity. Presentations should be personal-
ized based on the resident’s cognitive and emotional 
profile, ensuring clarity while avoiding infantilization. 
Additionally, professionals should remain attuned to 
how the beneficiary perceives the robot and be flex-
ible in adapting their approach if needed to foster a 
positive and meaningful experience.

– Ensuring consent or assent for participation: Pro-
fessionals must ensure that each resident explicitly 
agrees to engage in SRIs, either through informed 
consent or ongoing assent. In cases where individu-
als can express verbal consent, professionals should 
provide clear explanations about the purpose of the 
interaction and allow residents to make an informed 
choice. When working with individuals with neuro-
cognitive impairments, it is essential to continuously 
assess nonverbal cues, gestures, and behavioral sig-
nals to confirm that the resident remains comfortable 
and willing to participate. Any sign of withdrawal, 
distress, or disengagement should be interpreted as 
a refusal to continue, and the intervention should be 
adjusted or stopped accordingly.

– Managing technical issues with creativity: Techni-
cal malfunctions or unexpected robot behavior can 

occur during SRIs, potentially causing frustration or 
confusion among residents. To maintain engagement 
and prevent negative reactions, professionals should 
use creativity and humor to normalize and reframe 
these issues as part of the experience. For example, 
if a robot delays its response, makes an error, or 
stops functioning, the professional can engage ben-
eficiaries by making lighthearted comments such as 
“It looks like the robot needs a little more time to 
think!” or “Our friend here might need a break—just 
like us sometimes!” Such strategies help reduce anxi-
ety, maintain a positive atmosphere, and reinforce 
engagement, ensuring that technical problems do not 
disrupt the therapeutic value of the session. Table 4 
provides a summary of key recommendations for 
professionals conducting SRIs.

Limitations
This study has several limitations that should be 
acknowledged. First, the research was conducted in 
an urban setting (Paris and Issy-les-Moulineaux), lim-
iting the generalizability of findings to rural areas, 
where access to technology, institutional resources, 
and patient engagement with social robots may differ. 

Table 3 Summary of recommendations for healthcare management teams planning to implement SRIs

Recommendation Description

Engaging staff in decision-making Involve healthcare professionals in discussions about SRI implementation, allowing them to assess 
the needs of beneficiaries and integrate SRIs into activity schedules while considering resource con-
straints

Informing and involving families Provide families with information on the purpose, benefits, and ethical considerations of SRIs, encourag-
ing their input and addressing concerns to build trust and alignment with residents’ preferences

Providing comprehensive training Develop structured training covering technical operation, ethical considerations, therapeutic applications, 
communication strategies, and troubleshooting. Offer various learning formats such as workshops, online 
modules, and mentoring

Integrating SRIs into professional princi-
ples and care practices

Ensure SRIs align with existing ethical and therapeutic frameworks, incorporating them as complemen-
tary tools within established geriatric care practices

Facilitating ethical and clinical reflection Create opportunities for professionals to reflect on ethical challenges, best practices, and intervention 
outcomes before, during, and after SRIs. Encourage discussions on consent, assent, potential emotional 
responses, and necessary protocol adjustments

Table 4 Summary of recommendations for professionals conducting SRIs

Recommendation Description

Identifying suitable beneficiaries Assess each resident’s cognitive, emotional, and social profile to determine whether an SRI would be benefi-
cial and engaging for them

Thoughtful presentation of the robot Adapt the introduction of the robot based on the beneficiary’s cognitive and emotional profile, using appro-
priate language, tone, and framing to promote engagement while avoiding infantilization

Ensuring consent or assent Confirm the resident’s willingness to participate, either through explicit verbal consent or ongoing nonverbal 
assent, while monitoring for signs of discomfort or disengagement

Managing technical issues with 
creativity and humor

Use humor and creativity to address technical malfunctions, reassuring residents and maintaining a positive, 
engaging atmosphere during SRIs
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Second, the study focused exclusively on healthcare 
professionals’ perspectives, without incorporating 
the views of older adults themselves or their families, 
whose experiences and attitudes toward SRIs could 
provide key insights into the ethical and practical 
implications of robot use.

Additionally, the sample was composed of profes-
sionals with experience using only a limited number of 
social robots, which may not fully reflect the diversity 
of robotic models available, particularly as new designs 
and functionalities continue to emerge. The findings, 
therefore, may not capture the full spectrum of ethical 
considerations that arise with different robot capabili-
ties, interaction styles, and therapeutic applications.

Conclusion and future work
This study examined the ethical considerations of SRIs 
in geriatric care through interviews with 20 healthcare 
professionals, leading to practical recommendations 
for both healthcare management teams and profes-
sionals conducting SRIs. These findings emphasize the 
importance of consent and assent, ethical presentation, 
professional training, and ongoing ethical reflection to 
ensure responsible integration.

While social robots are increasingly available, ethi-
cal guidelines for their use remain underdeveloped. 
This study provides preliminary recommendations, but 
further research is needed to establish standardized 
ethical frameworks and explore effective dissemination 
methods, such as online instructional videos for profes-
sionals and caregivers.

Given the study’s limitations, future research should 
examine SRI implementation in diverse settings, par-
ticularly in rural areas, and incorporate the perspectives 
of older adults and their families. Comparative studies 
assessing different robot models and functionalities could 
further refine ethical guidelines and best practices.

By addressing these gaps, future research can contrib-
ute to clear, evidence-based ethical standards, ensuring 
that social robots enhance rather than compromise the 
quality of care for older adults.

Abbreviation
SRIs  Social Robot Interventions
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